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**摘要：聚类是一种典型的无监督学习任务，它将数据集中相似的样本分到相同的簇中，每个簇中的样本对应一个潜在的类别。本次任务中主要使用了K-Means、Birch、高斯混合模型这三种聚类模型。**

**1.引言：**本次工作主要分为两个部分，第一部分是在鸢尾花数据集【1】、乳腺癌数据集【2】、预处理后的鲍鱼年龄预测数据集【3】这三个数据集上使用自主实现的K-Means算法、高斯混合模型以及Birch算法进行聚类分析；第二部分是实现RI和purity两个评价指标的计算，对聚类结果进行评价。

**2.算法：**

**2.1.K-Means：**

**K-Means是一种应用比较广泛的聚类分析方法，它的目标是将n个样本划分到K个簇中。因此，首先要从数据集中随机选择k个不同的数据点作为初始的簇中心，然后计算每一个数据点到每一个簇中心的距离，将其归入距离最小的那个簇，这样遍历完一遍数据集后将形成k个簇，然后计算每个簇的均值作为新的簇中心，重复已上操作，直到簇中心不再发生变化时停止。**

**2.2.高斯混合模型：**

高斯混合模型假设数据集D是由多个服从不同期望和标准差的正态分布混合在一起的，不过每个分布的参数、比例都未知。每个分布都对应了一个簇，因此只要根据数据集D确定了每个分布的参数，就可以确定每个样本属于哪个簇。而求解参数需要用到EM算法，它用迭代的方式求解，首先随机初始化一个模型参数，然后建立对数似然函数的下界为的期望，取得下界时，对每一个样本，计算隐变量的概率分布，之后最大化对数似然函数的下界获得此时的：

重复以上步骤直到收敛。

**2.3.Birch：**

Birch是利用层次方法的平衡迭代规约和聚类方法，它利用了聚类特征树CF Tree来帮助我们快速实现聚类，CF Tree的每一个节点由若干个聚类特征CF组成，聚类特征为一个三元组，其第一个元素为该CF中包含的样本量，第二个元素为该CF中拥有的样本点各特征维度的和向量，第三个元素为该CF中拥有的样本点各特征维度的平方和。对于CF Tree，我们一般有几个重要参数，第一个参数是每个内部节点的最大CF数B，第二个参数是每个叶子节点的最大CF数L，第三个参数是针对叶子节点中某个CF中的样本点来说的，它是叶节点每个CF的最大样本半径阈值T，也就是说，在这个CF中的所有样本点一定要在半径小于T的一个超球体内。而当叶子节点的CF数超出规定的最大CF数时，将叶子节点分裂即可。

**3.实验及结果分析：**

为了对实验结果进行评价，我实现了两个方法分别计算聚类结果的纯度和兰德系数，之后将得到的结果绘制成了图3-1、图3-2以及图3-3。图3-1是鸢尾花数据集上三种聚类方法的指标可视化结果，从图上我们可以看出，不论是纯度还是兰德系数，高斯混合模型的指标值都要高于其它两个模型，其次是K-Means模型，最后是Birch模型，所以在鸢尾花数据集上高斯混合模型的聚类效果最佳。图3-2是癌症预测数据集上三种聚类方法的指标可视化结果，从图上我们同样可以看出，不论是纯度还是兰德系数，高斯混合模型的指标值都要高于其它两个模型，其次是K-Means模型，最后是Birch模型，所以在癌症预测数据集上高斯混合模型的聚类效果最佳。图3-3是鲍鱼年龄预测数据集上三种聚类方法的指标可视化结果，从图上我们同样可以看出，不论是纯度还是兰德系数，高斯混合模型的指标值都要明显高于其它两个模型，而其它两个模型的指标相差不大，不过Birch的值要略高于K-Means，所以在癌症预测数据集上高斯混合模型的聚类效果最佳。

**4.结论：**

本次工作让我对聚类算法有了一个更加深刻的认识，经过自己实现K-Means，加深了我对该算法的理解，通过三种算法在同一数据集上聚类结果的对比分析，我对三种算法的效果也有了新的认识。
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